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Optimizing control of simulated moving beds—linear isotherm
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Abstract

A new optimization based adaptive control strategy for simulated moving beds (SMBs) is proposed. A linearized reduced order model,
which accounts for the periodic nature of the SMB process, is used for online optimization and control. The manipulated variables are the
four inlet flow rates, the outputs are the raffinate and extract concentrations. Concentration measurements at the raffinate and extract outlets
are used as the feedback information. The state estimate from the periodic Kalman filter is used for the prediction of the outlet concentrations
over a chosen horizon. Predicted outlet concentrations are the basis for the calculation of the optimal input adjustments, which maximize the
productivity and minimize the desorbent consumption subject to constraints on product purities. The realization of this concept is discussed
and the implementation on a virtual eight column SMB platform is assessed, in the case of binary linear systems. For a whole series of
typical plant disturbances it is shown that the proposed approach is effective in minimizing off-spec products and in achieving optimal SMB
operation, also in the case where there are significant model uncertainties.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

The interest of the fine chemical and pharmaceutical in-
dustry for chromatographic separation technologies such as
the simulated moving bed (SMB) has been increasing dur-
ing the last decade[1–4]. Recently, new SMB schemes like
the VARICOL process[5], multi-component separations and
gradient applications[6,7], which require more information
for design purposes, are also in focus. Such interest is due
to the possibility of running a continuous process, that can
achieve higher productivities with lower solvent consump-
tion than the traditional batch process. This implies that
the products are less diluted, which results in an easier and
cheaper product recovery step. SMB technology attracts in-
terest in particular in the field of enantioseparation, e.g. for
enantiopure drug development, since it is a technique best
suited for a two-cut fractionation of the feed stream, and it
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can be used at all scales of the development of a new drug,
from the early tests to production.

The SMB concept is that of a continuous chromatographic
countercurrent process (true moving bed (TMB)), where the
liquid phase flows in the opposite direction of the solid
phase. The key idea of an SMB is to simulate the solid phase
motion of the corresponding TMB unit by using standard
fixed bed chromatographic columns and periodically switch-
ing the inlet and outlet ports of the unit in the same direc-
tion as the fluid flow. As a result SMB technology not only
profits from the counter-current contact between stationary
and mobile phases, but also overcomes the difficulties con-
nected with the movement of the solid phase in a TMB unit.
The most widely adopted SMB scheme has four sections, as
shown inFig. 1. Each of them plays a specific role. With ref-
erence to the separation of a binary mixture, the feed stream
is introduced betweenSections 2 and 3, where the separation
takes place. The less adsorbable component B is carried by
the mobile phase and collected in the raffinate stream. On
the other hand, the more adsorbable component A is retained
by the solid phase and eluted in the extract stream. Compo-
nent B is adsorbed in section 4, so the eluent is regenerated
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Fig. 1. Scheme of a simulated moving bed (SMB) unit.

and, after mixing with fresh eluent, recycled to section 1,
where the solid adsorbent is regenerated. Each section of
the SMB unit can consist of several fixed bed columns in
order to closely approximate the continuous counter-current
movement of the solid phase in the TMB unit.

Contrary to true countercurrent processes such as the
TMB, SMB does not reach a steady state with constant pro-
files of all the process variables. Its stationary regime is a
cyclic steady state where the concentration profiles along
the unit move in the direction of the liquid flow. To simulate
the solid movement, the inlet and outlet ports are switched
periodically by one column position in the direction of the
fluid flow. With respect to the inlet and outlet ports, the con-
centration profiles shift at each switch by one column posi-
tion in the direction of the simulated solid movement. As a
result, SMB units repeat the same time dependent behavior
during each time period between two successive switches
of the inlet and outlet ports, and, contrary to the TMB unit,
modelling an SMB unit even in the stationary regime re-
quires a time dependent model.

SMB separations are designed using models of different
complexity. On the one hand, the Triangle Theory approach
can be used, which is based on a local equilibrium model
that accounts for competitive adsorption thermodynamics,
but neglects column efficiency effects[8]. The advantages
of this approach are: easy selection of near-optimal oper-
ating conditions based on simple algebraic computations,
straightforward analysis of feed composition effects, thor-
ough understanding of how flow rate changes affect sepa-
ration performance, and the possibility of gaining a good
understanding of SMB behavior, which is most useful when
developing a new separation. On the other hand, detailed
SMB models accounting for column efficiencies are best
suited to find the best compromise between separation per-
formance, e.g. productivity, eluent consumption, product
purities and separation robustness[9].

How good the choice of the optimal operating conditions
made by either approach is depends on the accuracy of the
model parameters used in the model. Particularly the adsorp-
tion isotherms play a key role, due to their importance in
determining the separation performance and to the intrinsic
difficulty of their measurement. An additional issue in SMB
operation is related to the fact that the unit is rather sensi-

tive to a number of disturbances, e.g. feed composition or
temperature changes, when it is operated close to its optimal
operating conditions in terms of productivity and solvent
consumption, and the stationary phase may undergo aging
processes of a chemical and mechanical nature. It is a com-
mon practice to keep the operating point of the SMB at a
reasonable distance from these optimal operating conditions
in order to guarantee a certain level of robustness. In this
case, since the SMB chromatography is a slow process, the
unit can be controlled manually by the operator to keep the
product specifications. On the other hand, the need for feed-
back control schemes becomes critical when the SMB units
are operated at their optimal operating conditions. There-
fore, there is a need to develop a closed-loop control system,
which is capable on the one hand of controlling the SMB
unit at the desired operating conditions, and on the other
hand, of adapting the operating conditions to achieve the
best possible separation and to fulfill the process specifica-
tions regardless of the disturbances that might occur. Such a
control strategy would exploit the full economical potential
of the SMB technology. Developing an automatic control
concept for an SMB unit is a challenge not only due to its
non-steady-state, non-linear, mixed continuous and discrete
(the inlet-outlet switches) nature, but also due to the strong
lag times that characterize the response to most disturbances.
There are a few control approaches in the literature that
have been proposed recently. One of them is based on the
principle of asymptotically exact input/output-linearization
[10,11]; the controller is based on a nonlinear state estima-
tor using the TMB model. In another one, a model based
SMB control is suggested where an optimal trajectory cal-
culated off-line should be followed[12]; the optimal operat-
ing trajectories are recalculated and the local controllers are
re-synthesized to account for the changes in the system char-
acteristics. Another recently proposed approach makes use
of nonlinear wave propagation phenomena and aims to con-
trol the two central sections of the SMB unit provided that
the regeneration of the solid and liquid phases is guaranteed
[13]. The bottle neck of these approaches is the requirement
of precise physical data of the system and this would be a
significant limitation especially in the case of SMBs applied
to systems characterized by nonlinear isotherms. We believe
that the SMB control strategy should be based on a small
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amount of information from basic system characterization
measurements. It can be extended and applied easily for
SMBs operating under overloaded conditions, i.e. character-
ized by nonlinear adsorption isotherms, without any need of
precise system characterization, which already poses itself
as a difficult issue. In addition, the control concept should
be able to handle multi-variable dynamics with time delays
and hard constraints both on the process inputs and the states
in a general manner. Model predictive control (MPC) has
been proven to be the most effective control strategy for this
type of problems[14,15] and will be applied in this work
along the lines of what was proposed recently in the liter-
ature[16,17], i.e. the so-called repetitive model predictive
control (RMPC) combining the concepts of MPC and repet-
itive control (RC).

2. SMB model

Let us consider a four-section, closed-loop SMB compris-
ing various chromatographic columns of volumeV = LA,
whereL andA are the column length and the cross-section,
respectively. Each sectionj, (j = I, II , III , IV ), has a vol-
umeVj, which isV multiplied by the number of columns in
sectionj. For the sake of simplicity, but without loss of gen-
erality, all examples in this work will refer to an eight col-
umn SMB with two columns per section, i.e. a 2-2-2-2 con-
figuration whereVj = 2V . We will also limit the analysis to
linear adsorption equilibria, but allow for column-to-column
variability by considering different values of the total pack-
ing porosityεh in the h-th column,h = 1, . . . ,8, that can
differ from the nominal valueε. Each chromatographic col-
umn is modelled using the equilibrium dispersive model (see
the Section 6 for the meaning of the symbols):

εh
∂ci,h

∂t
+ (1 − εh)

∂q∗
i,h

∂t
+ vh

∂ci,h

∂z
= εhDi

∂2ci,h

∂z2
(1)

q∗
i,h = Hici,h (i = A,B;h = 1, . . . ,8), (2)

In the equations abovevh is the superficial velocity, which
is the same for the columns belonging to the same section,
i.e. v1 = v2 = QI/A, v3 = v4 = QII /A, v5 = v6 =
QIII /A and v7 = v8 = QIV/A for the 2-2-2-2 configura-
tion. Proper boundary conditions (enforcing the inlet/outlet
switching mechanism), proper initial conditions, and the
following node balances complete the mathematical model
(whereQI/O

h identifies the inlet or outlet stream entering or
leaving the SMB loop just before columnh):

v1 = v8 + Q
I/O
1

A
(3)

v1c
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i,1 = v8c
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i,8 + Q

I/O
1

A
c

I/O
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vh+1 = vh + Q
I/O
h+1

A
, (h = 1, . . . ,7) (5)

Table 1
Summary of system parameters for the base case

L (cm) A (cm2) ε t∗ (s) Np HA HB

Base case 10 1 0.7 480 100 4 2

vh+1c
in
i,h+1 = vhc

out
i,h + Q

I/O
h+1

A
c

I/O
i,h+1, (h = 1, . . . ,7) (6)

The SMB configuration inFig. 1corresponds to the follow-
ing specifications:QI/O

h = 0, for h = 2,4,6,8; QI/O
1 =

QD; QI/O
3 = −QE; QI/O

5 = QF; QI/O
7 = −QR. Moreover,

we havecI/O
i,1 = cDi ; cI/O

i,3 = cout
i,2 ; cI/O

i,5 = cFi ; cI/O
i,7 = cout

i,6 ,
wherecout

i,h is the concentration of componenti at the outlet
of columnh. All the column dead volumes are assumed to
be negligible.

All the computations in this work refer to a base case
where the model parameters summarized inTable 1are used.
Axial dispersion is such that each column with respect to
each solute corresponds to 100 theoretical stages, whereas
differences among columns due to packing heterogeneity
and velocity variations are neglected. The retention behavior
of the two components to be separated is characterized by
their Henry’s constants inEq. (2).

In implementing the model, axial dispersion, i.e. the right
hand side ofEq. (1), will be accounted for through numer-
ical dispersion, as discussed elsewhere[9,18]. It is worth
noting that the equilibrium dispersive model is regarded as
a good compromise between model accuracy and computa-
tional efficiency. The SMB mathematical model presented
in this section has been used as a virtual plant in this work,
and will be referred to simply as SMB plant in the following.
Though the adsorption isotherm is linear, the SMB model
is nonlinear due to the presence of the convective terms in
Eqs. (1), (4) and (6).

3. SMB control

The wish of SMB users is to run an SMB separation
where, regardless of the external disturbances, extract and
raffinate have constantly the desired properties, e.g. product
purity and concentration, while throughput, i.e. the amount
of feed processed, is maximized, eluent consumption is min-
imized, and at the same time process constraints, e.g. max-
imum pressure drop due to pump limitations or to avoid
leakage or damage of the column packing, are fulfilled. Ide-
ally, this should be achieved having only limited information
about the system’s internal parameters, e.g. the adsorption
isotherm that may be difficult to measure or may change
during operation due to aging of the packing, and about the
state of the system, that can be monitored through appropri-
ate on-line detectors. RMPC is based on the idea that possi-
ble model prediction errors and the effect of period-invariant
disturbances can be compensated using the measurements of
the plant outputs. In essence, as sketched inFig. 2, RMPC
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Fig. 2. Scheme of the optimizing control concept.

makes use of an approximate process model to predict the
future evolution from the present state of the process. Using
these results and the knowledge of the state of the system,
the optimizer selects the set of inputs, i.e. the manipulated
variables, that allows for the achievement of process speci-
fications and optimal performance.

In the practical implementation a number of problems
must be overcome. First, the detailed SMB model presented
in Section 2is nonlinear, and its solution requires signifi-
cant computational time. Such a model leads to a nonlinear
on-line optimization, which is computationally demanding.
This implies that a simplified model of the plant must be
used. Next, the state of the system is not easily accessible
experimentally. Therefore, it has to be estimated by combin-
ing the information coming from the model and the available
on-line measurements, e.g. the extract and raffinate compo-
sitions in our case. Filtering is needed to account for both
the noise in the experimental measurements and for model
inaccuracy, and a periodical Kalman filter is best suited for
this purpose.

A summary of the features of the proposed control system
is reported in the following. A more detailed description will
be provided elsewhere[19]. In our approach, the manipu-
lated variables are the four internal SMB flow rates, i.e.QI ,
QII , QIII andQIV , which are adjusted by acting onQI itself
and on the external flow ratesQE, QF andQR. RMPC re-
quires a predefined process period, therefore the switch time
is not used as a manipulated variable, and is kept unchanged
during SMB operation. It is worth noting that changingQj

(j = I, II , III , IV ) affects in a linear manner the value of the
corresponding flow rate ratiomj:

mj = Qjt
∗ − Vε

V(1 − ε)
, (j = I, II , III , IV ) (7)

and these are the key variables in determining SMB perfor-
mance as can be seen easily in the frame of triangle theory.

3.1. Simplified SMB model

A simplified SMB model which captures the most im-
portant dynamics of the process is derived in the following,
starting from the detailed model introduced inSection 2.

First, the detailed SMB model is used to simulate the
cyclic steady state behavior of the plant operated at a ref-
erence operating point. In this work, the flow rate ratios
mref

I = 4.0, mref
II = 2.1, mref

III = 3.9 andmref
IV = 2.1 have

been selected as the reference values, witht∗, V as indi-
cated above. The column-to-column variations are unavoid-
able and not easy to measure precisely, hence it is prefer-
able to have a controller based on only an average porosity
value for the columns constituting the SMB unit. Therefore,
the nominal porosity value is assigned for each column, i.e.
ε = 0.7. The column-to-column variations are considered
as a part of the uncertainties that should challenge the con-
troller. The reference operating point is within the complete
separation region in the(mII ,mIII ) plane very close to its
vertex; on the contrary,mI andmIV are such that neither the
solid nor the fluid phase are fully regenerated. As a result,
it leads to a purity of 96.8% for both raffinate and extract.
The concentration profiles along the unit change with time,
and we define a number of discrete time intervals to cap-
ture the dynamics during a switching period at steady state.
In this work, time steps of a length oft∗/8 have been se-
lected, so that between two switches eight different internal
concentration profiles are obtained. The numbering of the
columns 1–8 inFig. 1 refers to their logical position in the
SMB, i.e. to their position with respect to the inlet and outlet
ports. During a cycle, which consists of eight switches, the
logical position of the physical columns labeled A, B,. . . ,
H, changes from right to left, until every physical column
has occupied each logical position once. In the first interval
of a cycle, betweent = 0 andt = t∗, the logical positions
1, . . . ,8 correspond to the physical columns A,. . . , H; be-
tweent = t∗ andt = 2t∗ these correspond to B,. . . , H, A,
and so on until the interval betweent = 7t∗ and t = 8t∗,
where they correspond to H, A,. . . , G. At time t = 8t∗ one
cycle has been completed and the sequence starts again.

The defined number of time steps per switchNt , e.g. in
our caseNt = 8, divides a switching period intoNt time in-
tervals of the lengtht∗/Nt . This subdivides a cycle consist-
ing ofNc switches (hereNc = 8) intoN = NtNc time steps,
i.e.N = 8× 8 = 64 time steps in our case. A discretization
in space is also performed using finite differences: ten grid
points per column withNc = 8 corresponds toNg = 80 grid
points in all. With this space discretization, fromEq. (1)we
generate one ordinary differential equation (ODE) for ev-
ery species at each grid point, which in our case with two
species andNg = 80 leads to a set of 160 ODEs. TheNt = 8
internal concentration profiles per switch calculated by the
detailed SMB model are used to generateN concentration
profiles along the physical columns, each corresponding to
one of the 64 discrete time values in the whole cycle. Each
of these profiles at thenth time step is constituted of the
concentration valuescref

i,g (n), wherei = A,B is the compo-
nent index, andg = 1, . . . ,80 is the space index. Now, we
should consider that the SMB process is described by eight
different models in the eight switching time periods within
one cycle, since the outlet and inlet streams have different
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(A) (B)

Fig. 3. Propagation of the concentration profile of substanceA and B

inside the SMB unit showing the time and space discretization of the
model.

locations. These are constituted of the sameEqs. (1) and (2),
but different node balances(3) to (6). For instanceEq. (3)
readsuA = uH + QD/A in the first switching period of a
cycle, whereas it readsuB = uA + QD/A in the second,
and similarly for the other switching periods and the other
columns. By linearizing the SMB model with respect to the
state and the manipulated variables around each of the 64
reference internal concentration profiles determined above,
we obtain 64 different linearized models, each valid for one
of the 64 time steps into which a cycle is divided. As an
illustration, nine successive reference composition profiles
are shown inFig. 3. Carrying out analytical integration of
the ODEs on a time step of lengtht∗/8, yields a set of equa-
tions describing the system dynamics that can be recast in
matrix form.

xk(n + 1) = A(n)xk(n) + B(n)uk(n),

(n = 0, . . . , N − 1) (8)

wherex andu are vectors,A andB are matrices, andk is
the cycle index. The state vectorx (of size 160 in this case)
is constituted of the deviations from the reference concen-
tration profiles, i.e.ci,g(n)− cref

i,g (n). The input vectoru (of
a size equal to the number of manipulated variables, i.e. 4 in
our case) consists of the deviations of the internal flow rates
with respect to the reference values, i.e.Qj(n) − Qref

j (n)

(j = I, II , III , IV ), whereQref
j = V(mref

j (1−ε)+ε)/t∗ from
Eq. (7). The matricesA andB are the operators defining the
linearized model, which are calculated at the reference state,
which is different at every time stepn. The transition from
one cycle to the next must satisfy:

xk+1(0) = xk(N) (9)

The output vectory is computed from the state vectorx as:

yk(n) = C(n)xk(n) (10)

where C is a matrix. In this case, the output vector has
dimension four since it consists of the concentration levels in
the extract and raffinate, which are extracted from the state
vector by the operatorC. For the sake of clarity, in our case
the output is constituted of the valuesci,20 for the extract and
ci,60 for the raffinate whent is between 0 andt∗, whereas
it consists ofci,30 and ci,70 for t betweent∗ and 2t∗, and
so on and so forth. The resultant linear time varying (LTV)
state space model given byEqs. (8)–(10)captures not only
the time dependent cyclic steady state dynamics but also the
hybrid nature of the SMB process.

As the last step, the LTV model is lifted by grouping the
input and output values for one cycle, i.e. for time inter-
val n = 0, . . . , N, to obtain a time invariant cycle-to-cycle
model [19]. The order of this model is reduced from 160
to 32 by using balanced model reduction[20]. The lifted
model is then converted back to an equivalent time-to-time
transition model, as proposed by Lee et al.[17]:

x̃k(n + 1) = Ã(n)x̃k(n) + B̃(n)ũk(n),

(n = 0, . . . , N − 1) (11)

x̃k+1(0) = P̃x̃k(N) (12)

yk(n) = C̃(n)x̃k(n) (13)

The model formulation is similar toEqs. (8)–(10), but it
has to be noted that in the reduced order model the state
vector x̃ can no longer be directly related to the individual
concentration values at certain grid points in the unit. The
reduced order model in this form is then used to predict
and optimize the future behavior of the SMB. As a final
remark, it is worth mentioning that ideally one can define the
period of the process as the time between two switches and
obtain a similar model. This will lead to a smaller model and
optimization problem. On the other hand, using the global
period, i.e. a complete cycle, is preferable because it allows
to correct for column-to-column variations and extra-column
effects which will repeat itself over the cycles.

3.2. State estimation

As feedback information from the plant the measured con-
centrations of all components in both extract and raffinate
are used. At timen, the computation of the new input vari-
ablesũk(n+ 1) to be implemented at timen+ 1 is started.
This requiresx̃k(n + 1|n), i.e. the estimate of the states at
time (n + 1), x̃k(n + 1), based on data available at timen.
This is determined by a measurement correction step:

x̃k(n|n)= x̃k(n|n − 1)

+K̃(n)[yk,measured(n) − yk,predicted(n)], (14)

with

yk,predicted(n) = C̃(n)x̃k(n|n − 1), (15)
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followed by a model forwarding step:

x̃k(n + 1|n) = Ã(n)x̃k(n|n) + B̃(n)ũk(n), (16)

where K̃(n) is called the filter gain matrix and should be
chosen such that the variance of the estimation error is min-
imized. The resulting estimator is called the Kalman filter
and based on the steady-state solution of Riccati difference
equation[21]. Detailed description of periodic time vary-
ing Kalman filter design and implementation can be found
elsewhere[19,22]. It is worth noting thatEq. (16)provides
the prediction of the future behavior of the process based on
the simplified model and the feedback correction based on
the on-line measurements. This is used by the optimizer as
described in the following section.

3.3. Optimization

For the optimization we use a moving horizon strategy.
We determine how to change the manipulated variables over
thecontrol horizonsuch that some objective function evalu-
ated over theprediction horizon(≥control horizon) is opti-
mized. We implement the first one of the computed changes
and after one time interval we repeat this procedure. Here
the control and prediction horizons have been chosen as 1
cycle and 2 cycles, respectively. We seek the minimization
of the following objective function, which implies the maxi-
mization of production and the minimization of solvent con-
sumption and directly related to the production cost:

F = λ1Q
contr
D − λ2Q

contr
F , (17)

whereQcontr
D andQcontr

F are the cumulative solvent consump-
tion and throughput over the control horizon, respectively.λ1
andλ2 are the relative weights of the corresponding terms.
For our examples we have usedλ1 = 0.25 andλ2 = 1.5.
The functionF will be referred to as the production cost in
the following.

Of course, this problem is subjected to constraints both
on the states and the inputs. First of all the purity require-
ments in the extract and raffinate stream have to be fulfilled;
both purity constraints are formulated in terms of the aver-
age purityPpred

E andPpred
R over the whole prediction hori-

zon. These nonlinear constraints are linearized around the
steady-state values at each time step.

P
pred
E ≥ Pmin

E (18)

P
pred
R ≥ Pmin

R (19)

Beside the constraints on product specifications, constraints
on inputs arising from the physics of the process have to be
introduced and must be fulfilled during the whole control
horizon. The external flow rates must be nonnegative:

QR = QIII − QIV ≥ 0 (20)

QE = QI − QII ≥ 0 (21)

QF = QIII − QII ≥ 0 (22)

Also the flow rates are limited by the maximum allowable
pressure drop resulting in an upper bound for the internal
flow rates in section I or III:

QI ≤ Qmax (23)

QIII ≤ Qmax (24)

In addition, the internal flow rates have a physical lower
limit of zero.

QII ≥ 0 (25)

QIV ≥ 0 (26)

Finally, it might be necessary for operational reasons to limit
the maximum allowable change in internal flow rates:

|"Qj| ≤ "Qmax
j (j = I, II , III , IV ) (27)

This guarantees that no excessive pressure changes occur
that may damage the column packing.

Note that purities less than the desired,Pmin
E andPmin

R ,
may occur during a transient phase, e.g. during plant start-up
or during a response to disturbances. Indeed, there may not
exist any flow rate sequence over the given control horizon
to meet the purity constraints (Eqs. (18) and (19)) that would
render the optimization problem infeasible and would cause
problems for online applications. Therefore, the purity con-
straints are relaxed by introducing nonnegative slack vari-
ablessE andsR.

P
pred
E ≥ Pmin

E − sE (28)

P
pred
R ≥ Pmin

R − sR (29)

The following cost function together with the constraints
(18)–(27)constitute the optimization problem that is formu-
lated to minimize the cumulative solvent consumption and
maximize the total productivity over the control horizon,

min
Qj(n′),sE,sR

[F + λ3sE + λ4sR] (30)

For sufficiently largesE, sR values, the feasibility of the
purity constraints is guaranteed. The slack variables are in-
cluded in the cost function of the optimization problem
(Eq. (30)) with large weights,λ3 andλ4, so that they will
be kept as small as possible (λ3 = λ4 = 103 in our exam-
ples). Generally speaking, the higher the weight of a term,
the higher its contribution to the cost and the more it is
pronounced in the control behavior. On the other hand, it
is worth noticing that one should consider the relative or-
der of magnitude of each term constituting the cost func-
tion (Eq. (30)) in order to decide on the weightsλ1 to λ4.
The manipulated variables are the internal flow rates over
the control horizon,Qj(n

′) with j = I, . . . , IV and n′ =
n + 1, . . . , n + Ncontr. Ncontr corresponds to the number
of time steps within the control horizon (64 in our case).
The total number of variables for the optimization problem
becomes 4Ncontr + 2 slack variables. The structure of the
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optimization problem allows other constraints or different
performance indices which may be more appropriate for spe-
cific applications. The cost function together with the de-
fined constraints constitutes a Linear Program (LP) to be
solved at each time step based on the available new mea-
surements. The flow rate sequence obtained as a result of
the optimization problem is applied according to areceding
horizonstrategy, i.e. only the first element of the calculated
optimal flow rate sequence corresponding to the current time
is implemented. A new optimization problem is solved at
the next time instance based on the new measurements ob-
tained from the plant output.

With reference to a practical implementation of the control
algorithm, it should be noted that the computations needed
to solve the optimization problem must be carried out in a
time smaller than or equal to the duration of a time step, i.e.
t∗/8 = 60 s in our work here. It is worth noting that we have
used ILOG CPLEX 7.0 as the LP solver and the maximum
calculation time to solve the LP was 1.2 s (on a PC with a
3 GHz processor) which is far below the sampling time.

4. Results and discussion

In this section, we present and discuss a number of cases
corresponding to different control scenarios, which are
meant to assess the performance of the controller. In all sim-
ulations the same initial operating point has been selected,
i.e. mref

I = 4.0, mref
II = 2.1, mref

III = 3.9 andmref
IV = 2.1,

which is also the one used as a reference for the model lin-
earization. The same lower bound for product purities has
been selected for extract and raffinate, i.e.Pmin

E = Pmin
R =

99%. These initial conditions lead to off-spec production in
all examined scenarios. The reason is not the bad choice of
the operating point in the(mII ,mIII ) plane, but rather the
wrong values ofmI andmIV , which lead to poor regener-
ation of the adsorbent and the mobile phase, respectively.
Poor initial conditions and reference values have been cho-
sen on purpose to better appreciate the performance of the
controller. In the following examples, first the cyclic steady
state that the SMB reaches in an open loop operation, i.e.
without controller action, will be shown; then, the controller
is switched on and the attainment of conditions fulfilling
product specifications is monitored; later a disturbance is
introduced and the SMB operation with on-line control is
compared with what happens without the controller.

4.1. Base case

In the first example, the model parameters used by the
controller and those of the plant are the same, as far as both
the adsorption isotherm and the packing characteristics are
concerned. This means that the only source of inaccuracy
for the controller model are the numerical approximations
introduced, e.g. linearization and model reduction. With ref-
erence toFig. 4, after letting the SMB operate uncontrolled
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Fig. 4. Outlet purities for the controlled and the uncontrolled SMB and
values of the production cost function,F . The plant and controller models
have identical parameters.

for 10 cycles, the controller is switched on. It is seen that
the controller is able to achieve product specifications from
the initial value below 97% in less than five cycles, and sta-
ble conditions are achieved about 25 cycles after its activa-
tion. Obviously, the uncontrolled plant keeps on operating
at the initial off-spec conditions. InFig. 4 also the produc-
tion costF defined byEq. (17)is shown. It is seen that the
controller changes the desorbent and feed flowrate in order
to achieve the lowest possible value ofF while fulfilling
all constraints. When the controller is switched on after cy-
cle 10, it first makes the separation meet process specifica-
tions rather quickly, even though this requires a significant
increase ofF . After the purity specifications are satisfied,
the controller adapts the operating conditions to improve the
production cost. This continues until about cycle 24 where
the purity values approach the lower bound. Therefore, the
controller reacts to correct the purities, and this again implies
an increase of the production cost. Finally, at about cycle 35,
the system settles and the unit operates at a constant value of
F , representing the minimum value that the controller was
able to achieve while satisfying all the constraints.

In a practical application this behavior would be rather
convenient. In fact, the controller first makes sure that the
purity specifications are satisfied, which means that the unit
produces soon with the desired specifications, and then, on a
larger time scale, improves the production cost by minimiz-
ing the function,F . If needed one could, of course, change
the relative dynamics of these two processes by acting on
the values of the coefficientsλ1 andλ2 in Eq. (17)relative
to λ3 andλ4 in Eq. (30).

A final remark concerns the accuracy of the developed
controller in determining the optimal operating conditions.
The on-line optimization is based on an approximate model
of the plant, which is obtained linearizing the detailed model,
and an estimate of the state of the plant given by a Kalman
filter. This implies that the optimization achieved can only
approximate the optimal performance that can be identified
by carrying out nonlinear off-line optimization using the de-
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tailed SMB model, i.e. the plant model. A further conse-
quence relates to the specifications or set points. The output
purities calculated by the controller are based on a limited
number of data points within a cycle, i.e. output concentra-
tion values atN different time instances within a cycle. As
a consequence, the purity values calculated and fulfilled by
the controller and the purity of the actual plant outputs may
show slight differences. This explains the minor differences
between the attained purity values and the set values, i.e.
Pmin

E , Pmin
R . Finally, it is also worth noting that no special ef-

fort has been made to optimize the controller performance;
this is left for a further investigation.

4.2. Model/plant mismatch: adsorption isotherms

A typical situation in SMB chromatography is that there
is some uncertainty about the parameters of the adsorption
isotherm describing the system under consideration. This
may be due to several reasons, from measurement errors and
uncertainties during isotherm characterization, to packing
material degradation, or due to improper temperature control
of the chromatographic columns during operation. Although
this problem is certainly more significant in the case of non-
linear isotherms for multi-component systems, it is worth
considering it also in the case of linear binary isotherms.
Therefore, in the second example illustrated inFig. 5 we
consider a model plant mismatch regarding Henry’s con-
stants,HA andHB, where the “real” plant values are 4.4
and 2.3, i.e. 10% and 15% larger than the values used by
the controller, respectively. This implies that the plant oper-
ates with a selectivityS = 1.9, i.e. 4% less than the nomi-
nal one. Such discrepancy leads to very poor purity perfor-
mance when the plant is operated without controller for the
given initial conditions. As in the case illustrated inFig. 4,
the controller is switched on after 10 cycles; the SMB meets
the product specifications within eight cycles, and reaches a

Fig. 5. Outlet purities for the controlled and the uncontrolled SMB
and values of the production cost function,F . The Henry’s con-
stants of the model plant are larger than in the controller model
("HA = +10%,"HB = +15%).
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Fig. 6. Trajectory of the operating point (a) in the(mII ,mIII ) plane and
(b) in the (mI ,mIV ) plane compared to the complete separation and
regeneration regions, respectively for the controlled separation shown in
Fig. 5. m values are averaged for each cycle.

cyclic steady state about forty cycles later. Also the produc-
tion cost functionF behaves similarly as in the base case.
First, the purity specifications are fulfilled at the expense of
an increase ofF , then the performance is optimized andF
decreases, until the purity hits the lower bound. This causes
a small increase inF , but then the optimal separation per-
formance is attained and the operation continues with a con-
stant value ofF .

In Fig. 6, the control action is analyzed in terms of op-
erating parameters, i.e. of the flow rate ratiosmj. Fig. 6a
refers tomII andmIII , whereasFig. 6b refers tomIV and
mI . In the former the complete separation regions defined
asHB ≤ mII ≤ mIII ≤ HA are shown[8]; the one with
solid boundaries applies to the “real” plant, whereas that
with dashed boundaries applies to model available to the
controller. In Fig. 6b, the regions of complete regenera-
tion defined bymI ≥ HA andmIV ≤ HB are shown, us-
ing the same convention as inFig. 6a. In the frame of
equilibrium theory, i.e. assuming negligible axial disper-
sion and mass transfer resistance, high purity separations
can be achieved only for operating points located inside
the complete separation and regeneration regions shown in
Fig. 6a and b, respectively. It can be readily observed that
the initial operating point is inside the complete separa-
tion region of the controller model in the(mII ,mIII ) plane
and slightly outside its complete regeneration region in the
(mIV ,mI) plane. However, it is outside both regions for the
SMB plant, which explains the poor initial purity values in
Fig. 5. As soon as the controller is switched on, the oper-
ating point moves rapidly towards the correct regions for
the plant and enters them after only 2 cycles, i.e. at cy-
cle 12. The operating conditions are adjusted in order to
meet first the purity requirements, which occurs after only
8 cycles, and then to improve performance, which requires
more time. The operating point moves towards the vertex of
the triangle region inFig. 6aand to that of the rectangular
region inFig. 6b(both with solid boundaries, i.e. those ap-
plying to the plant). The final operating point is reached
about 40 cycles after activation of the controller and is
close to the equilibrium theory optimum, which is located
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Fig. 7. Comparison of the SMB outlet purities in the controlled and un-
controlled case. The model plant has the following packing porosity val-
ues:εA = 0.6300, εB = 0.8505, εC = 0.8505, εD = 0.7380, εE = 0.4500,
εF = 0.5220, εG = 0.5895, εH = 0.4095, which give a mean porosity
that is 10% smaller than that of the controller model. Number of theo-
retical plates:Np = 100 in the controller model,Np = 20 in the plant
model.

at the vertex of both the triangular (complete separation)
and rectangular (complete regeneration) regions[8]. This is
because high efficiency columns are used in this example,
i.e. columns withNp = 100. If lower efficiency columns
had been considered, the final operating point would have
been further away from the theoretical vertex[9].

4.3. Model/plant mismatch: column packing

Another critical issue, particularly in SMB operation, has
to do with column packing, which should in principle be ex-
actly the same in all SMB columns, but may exhibit more
or less significant differences. Moreover, column efficiency
may be difficult to assess, particularly under overload con-
ditions, or may change during operation due to aging of
the packing. The example illustrated inFig. 7 addresses
these issues, by considering a situation where the pack-
ing parameters of the plant differ from the nominal ones
used by the controller model. In particular, we assume that
the average column void fraction in the plant isε = 0.63,
i.e. 10% less than in the model, and that the values for
the individual columns differ in a range of±35% (εA =
0.6300, εB = 0.8505, εC = 0.8505, εD = 0.7380, εE =
0.4500, εF = 0.5220, εG = 0.5895, εH = 0.4095). In addi-
tion, the efficiency of the plant is significantly lower than
that of the model; the number of theoretical plates is 20 in-
stead of 100. These deviations might be extreme, but they
provide a significant challenge to the robustness and capa-
bilities of the controller. As in the case considered in the
previous section,Fig. 7 shows that the controller is able
to meet the product specifications, even though its action
is more sluggish and about 25 and 80 cycles are needed
to reach the purity set point and performance stabilization,
respectively.

(a)

(b)

Fig. 8. Outlet purities for the controlled and the uncontrolled SMB and
values of the production cost function,F . The controller is switched on
after reaching the steady-state and a step disturbance in Henry’s constants
takes place at cycle 60.("HA = −15%,"HB = +15%).

4.4. Step disturbance

The next two examples analyze how the controller copes
with disturbances that perturb the stationary operation of the
SMB unit achieved as described inSection 4.1and illus-
trated inFig. 4. In the first case we consider a sudden tem-
perature change, which leads to a step change of the model
parameters characterizing the plant operation, e.g. the ad-
sorption isotherm parameters. Such a situation is addressed
in Fig. 8, where it is assumed that after 60 cycles of ‘base
case’ operation (seeFig. 4) Henry’s constants of the plant
change by±15%, i.e. they attain the new valuesHA = 3.4
andHB = 2.3, corresponding to a much reduced selectivity
S = 1.5, i.e. 25% less than the model value. Such a dis-
turbance leads to a dramatic, unacceptable drop of product
purity in the case of the uncontrolled operation, as shown
in Fig. 8b. On the other hand, in the case of the controlled
SMB operation, the purity drops immediately after the dis-
turbance, but then the controller is able to bring the opera-
tion back to fulfill the product specifications in a rather short
time, i.e. in about six cycles as seen inFig. 8a. In the same
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figure we also see that the production cost, after the prod-
uct specifications are satisfied, decreases continuously and
reaches its minimum value after about forty five cycles. This
result shows that even in the presence of a rather dramatic,
sudden disturbance, the controller is able to limit the amount
of off-spec product that has to be discarded or recycled, and
to optimize the separation.

4.5. Ramp disturbance

In this example, we consider a similar disturbance as the
one analyzed in the previous section, which manifests it-
self gradually over a finite time interval. We assume that a
change of Henry’s constants takes place linearly with time.
In this caseHA increases from 4 to 4.4, andHB from 2 to
2.3 in a period of time corresponding to fifty cycles start-
ing from fifty cycles after the controller is switched on. We
expect that the final SMB regimes in the controlled and in
the uncontrolled case will be similar to those illustrated in
Fig. 8, but that the system transient will be different. The
situation considered here is representative of cases where
there is a slow aging of the stationary phase, thus modifying
gradually the retention behavior of the species to be sepa-
rated, or where the SMB unit undergoes periodic, e.g. daily,
temperature variations.

The results obtained are illustrated inFig. 9. It is seen
that starting at cycle 60 the uncontrolled plant exhibits a
slow drift towards very low purity values. On the contrary,
the controller is able to keep the purity of both extract and
raffinate within specifications at all times during and after
the change of adsorption parameters.Fig. 10shows how the
operating point moves with respect to the actual separation
region in the(mII ,mIII ) plane, until optimal operating con-
ditions are reached. The three triangles show the complete
separation regions corresponding to values of Henry’s con-
stant values prevailing at the point in time (cycle number)
indicated in the same figure, while the symbols indicate the
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Fig. 9. Outlet purities for the controlled and the uncontrolled SMB and val-
ues of the production cost function,F . The controller is switched on after
reaching the steady-state and a ramp disturbance in Henry’s constants is
applied between cycle 60 and cycle 110. ("HA = +10%,"HB = +15%).
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Fig. 10. Trajectory of the operating point and of the corresponding com-
plete separation region in the(mII ,mIII ) plane during the controlled sep-
aration shown inFig. 9. The symbols correspond to the timet = 0 (�),
cycle 60 (�), cycle 85 (�), cycle 120 (�) and the steady state (�). m
values are averaged for each cycle.

operating conditions of the controlled plant at the same time.
It is seen that these points follow rather closely the vertex of
the triangle as expected based on triangle theory. In addition,
one can observe that during the ramp disturbance, the dis-
tance of the vertex of the complete separation region from
the diagonal, which according to triangle theory is propor-
tional to the feed flow rate, increases. This indicates that the
functionF can achieve better values, since in our case the
relative weight given to the feed flow rate,λ2 in Eq. (17),
is much larger than that of the desorbent flow rate,λ1. As
shown inFig. 9, better values ofF , where the value de-
creases from−0.71 before the disturbance to−0.75 after it,
are in fact found by the controller. This is confirmed by the
results shown inFig. 8 for the step disturbance. In that case
the vertex of the complete separation region after the dis-
turbance is closer to the diagonal, and in fact the controller
reaches an optimal value for the production cost at the end
of the disturbance which is worse than before, i.e.−0.35 in-
stead of−0.70. These observations support the fact that the
controller is actually able to identify the optimal operating
conditions or at least to move in the right direction.

5. Conclusions

An optimization based adaptive control strategy for SMBs
using repetitive model predictive control has been devel-
oped. The controller uses a simplified, approximate model
of the real plant. The strength of this controller is its effec-
tiveness also when the simplified model is not accurate, e.g.
where only approximate thermodynamic data, i.e. Henry’s
constants, are available. The performance of the controller
has been tested thoroughly under extreme model/plant mis-
match conditions or large disturbances of various origin; we
consider all the results shown here rather encouraging. They
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indicate that the developed approach provides a promising
tool to develop a fully automatized SMB unit. In future
works the behavior of the controller will be tested for other
likely SMB disturbances, e.g. fluctuating flow rates, as well
as for separations under nonlinear competitive adsorption
conditions or with SMBs with a smaller number of columns.

6. Nomenclature

A,B,C state space model matrices
Ã, B̃, C̃, P̃ state space model matrices after model

reduction
A column cross-section (cm2)
c concentration (g/l)
D apparent axial dispersion coefficient (cm2/s)
F production cost
H Henry’s constant
K̃ Kalman filter gain matrix
k cycle index
L column length (cm)
m flow rate ratio
N number of time steps per cycle
Np number of theoretical plates
Nc total number of columns in the SMB
Ng total number of grid points in the SMB
Nt number of time steps during a switching

period
n time step index
P purity
Q volumetric fluid flow rate (ml/min)
q∗ adsorbed phase concentration (g/l)
S selectivity (-)
s slack variable (-)
t time (s)
t∗ switch time (s)
u vector of manipulated variables
v internal flow rate (ml/min)
V volume of one column (ml)
x state vector
x̃ state vector of reduced order model
y vector of output concentrations
z axial coordinate (cm)

Greek letters
ε bed void fraction
λ weighting factor in cost function

Subscripts and superscripts
A, . . . , H index for physical columns
contr control horizon
D desorbent
E extract
F feed
g space index (grid point number)
h column position index (h = 1, . . . ,8)

I/O inlet/outlet stream
in column inlet
i component index (i = A,B)
j section index,(j = I, . . . , IV )

max maximum
min minimum
out column outlet
pred predicted
R raffinate
ref reference value
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